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Abstract. Autonomous Vehicles (AVs) will transform the way we live and 

work. In order to cope with the complexity of AVs, we want to pro- vide an un-

derstandable process for organizations to analyze the areas of safety and securi-

ty in requirements engineering for AVs. Initially, a bibliographic survey was 

carried out to verify the current state of the art. Based on this survey, we carried 

out a systematic literature review to find answers to our questions and better 

understand the requirements engineering context for AVs. From the review re-

sponses, a process will be built to unite safety and security analysis for AV. 

STPA, and Misuse Case techniques will be verified, and the advantages can be 

used in our process. Finally, we intend to evaluate and validate our re- search 

within the industry with requirements engineers in the automotive sector. This 

work is a step towards developing a body of knowledge in RE for AVs. 
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1 Introduction  

Autonomous Vehicle (AV) is a car that makes driving decisions without the interven-

tion of a human. As such, autonomy exists in many aspects of a car today: cruise con-

trol and anti-lock brake systems are excellent examples of systems that exhibit auton-

omous behavior. Additional systems already exist on some models, including ad-

vanced cruise control, lane maintenance support, lane change warning and obstacle 

prevention systems, all of which expand the range of autonomous behavior [22]. 

The AV consists of orchestration of hardware components with complex software 

implementations and multiple internal networks connecting intelligent sensor nodes 

with electronic control units and actuators. Therefore, many messages are exchanged 

within milliseconds [25]. Such connectivity and cooperation enable vehicles to con-

nect with other road users and the infrastructure systems [27]. Furthermore, critical 

data dependencies exist, e.g., components that are mandatory for the core functionali-
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ty of the vehicle communicate with noncritical components that provide comfort fea-

tures for the passengers [25]. 

According to [31] automated driving will change the future’s private transport and 

is currently the most discussed and disruptive technology in the automotive domain. 

Indeed, AVs are attracting more interest with each passing day in the industry, as well 

as the public. For [8], a system of driverless vehicles will change the global automo-

tive sector where autonomous vehicle development will be a continuously evolving 

domain that will drastically alter the way people and goods are transported, ownership 

of vehicles is acquired and how ride-sharing services are utilized in the future. 

Given the long development time for an AV, it may take a considerable time be-

fore a prototype becomes available to experiment with. Hence, it is important to get 

the requirements right from the beginning because it contributes to reduce costs, re-

sources, time, and effort in the other phases of software development, mainly in the 

software development and testing. However, very few studies have focused on ex-

pressing the requirements of AV at a high level. Moreover, system building is subject 

to requirements change according to the practice tests on the prototype. Therefore, a 

critical issue is how to consider those changes and integrate them in the current speci-

fication [29]. 

1.1 Motivations and Rationale 

It is well known that inappropriate RE practices may result in incomplete require-

ments, incorrect elicitation and specification, high complexity, and economic or hu-

man loss. Hence, it is necessary to investigate how RE is being adapted to deal Au-

tonomous Vehicles to avoid inadequate or misunderstood requirements. RE for AV is 

challenging since it has unique properties that make it complex, expensive and error 

prone as compared with other categories, such as information systems [16], [23]. 

The rising complexity of automated driving functions makes it hard to define all 

concerning requirements in detail, formulate the development goal in more than an 

abstract way, as well as to estimate the development effort [31]. Therefore, require-

ments engineering problems in the domain of AVs continue to occur despite the ef-

forts and advances in their understanding. Due to their properties, different approach-

es, methods, and tools are required to improve their quality. Some studies provide 

insights into the practice of RE for AVs [11], [31], [10], [28]. Autonomous vehicles 

differ from other systems in that they have several main concerns, and their operation 

is dynamic, for example they need to comply with federal and state laws in their re-

gion. In case the car leaves your region, any necessary changes must be determined 

and integrated into the system as safety requirements, including relevant speed limits, 

traffic signs and other signs. There- fore, it is necessary to improve security analysis 

techniques, ethics, certification, transparency in the process due to a collision or other 

situation, traceability for specifying requirements and fast retrieval of information 

about the requirements.  

Furthermore, the autonomous vehicle is a novelty with several challenges and 

doubts. 



3 

The complexity of AVs, their connection to external networks, to the internet of 

things, and internal network opens doors to hackers and malicious attacks. Therefore, 

violation of security could lead to safety violations [12]. There are works that try to 

define a security engineering process along the lines of a safety engineering process 

for automotive vehicle systems [3], [6], [9], [12]. The idea is that the processes are 

similar and that they could be laid side-by-side and could be performed together - but, 

by a different set of experts [12]. 

Hence,  industry challenges in the ER process of autonomous vehicles have moti-

vated research related to the improvement  of the requirements engineering process, 

regarding the safety and security of such systems.  

1.2 Objectives 

Based on the context and motivations presented, the main research question pro-

posed to be investigated by this thesis is: 

 

Research Question:  How to  provide a Requirements Engineering Process (called 

RE4AV) to be used  in  organizations that develop Autonomous Vehicles, focused on 

Safety and Security? 

 

 In order to answer this Research Question, the following specific objectives are  

proposed:  

- O1  Perform comprehensive analysis of important authors in the field and    

conduct  SLR; 

- O2  Analyze safety standards; 

- O3  Analyze security standards; 

- O4  Study the  current alignment processes between safety & security for 

autonomous vehicles; 

- 05  Consider the use of  STPA approach  and Misuse Case as  a means to 

align   safety & security   requirements; 

- 06 – Define  the  RE4AV Requirements Engineering Process, including  

the steps/activities to be performed, as well as the generated artifacts 

(consider using BPMN to describe this process); 

- 07  Develop a tool to support  the proposed  RE4AV Proces; 

- 08  Validate and evaluate the proposed  RE4AV  Process. 

 

2 Basic concepts 

Autonomous vehicles are also known as self-adaptive software systems, automated 

driving system and belongs to the cyber physical system family. 

In the past few years, several papers have been presented to support the develop-

ment of AVs, such as models [34], [15], languages [21], [26], and tools [2]. Systems 
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composed by many autonomous components, that are called to operate in a coordinat-

ed way in open and unpredictable environments [4], [1]. 

The development of AV requires interdisciplinary cooperation between different 

stakeholders. A lack of system understanding between stakeholders can lead to uni-

dentified security threats & safety hazards in requirements engineering, resulting in 

high costs in product development. A lack of an integrative consideration of security 

threats & safety hazards can compromise safety compliance for AV [16]. 

For example, in 2015 hackers demonstrated an attack on a moving SUV [14], [16]. 

In this case, the infotainment system was compromised by a remote hack, allowing 

the hackers to take control of the vehicle. This triggered a product recall of 1.4 million 

vehicles for the affected company [13], [16]. 

Governing bodies and standards organizations create regulations and standards to 

address issues such as safety, security, and privacy. In this environment, the compli-

ance of software development to standards and regulations has emerged as a key re-

quirement [7]. Nevertheless, no standard provides a structured co-engineering process 

to facilitate the communication between safety and security engineers. Since vehicles 

provide highly interconnected system functions realized in software, the systems are 

no longer isolated [5]. 

Development of AV begins with hazard analysis, aimed to identify possible causes 

of harm. It uses severity, probability, and controllability of a hazard’s occurrence to 

assign the Safety Integrity Levels (these are referred to as ASILs [32]) 

– the higher the more rigor is expected to be put into identifying and mitigating the 

hazard [7]. Mitigating hazards therefore becomes the main requirement of the system, 

with system safety requirements being directly linked to the hazards [7]. Whereas 

safety deals with hazards and mishaps cybersecurity addresses threats resulting from 

malicious intent from external to the E/E system [5]. 

Safety discipline considers systematic and random hardware failures as hazard 

sources. Security considers a malicious and intelligent adversary as a threat source in 

addition to natural disasters and systematic failures. The unacceptable consequences 

for safety are loss of human life and injuries. Security as a discipline has a broader 

range of unacceptable consequences: human life, human security, loss of reputation, 

financial losses, legal violations, loss of intellectual property, damage critical infra-

structure etc. These differences could be reconciled [12]. 

However, established security & safety approaches are either only applicable to 

specific disciplines or only partially consider security threats & safety hazards [16]. 

Furthermore, the reuse of security & safety solution knowledge to reduce the engi-

neering effort is not considered in literature [16].  

To [25], it is necessary an integrated evaluation of safety and security on a desig-

nated abstraction level. Due to the complexity of the system and its hard safety re-

quirements. Moreover, safety and security are partly intertwined. A safety failure of a 

component may favor the successful attack on another component, e.g., if the Hard-

ware Security Module (HSM) fails and security mechanisms such as authentication 

cannot be provided anymore, the risk for a successful attack rises. This interdepend-

ence of safety and security especially in the automotive domain has already been 

widely recognized [12], [6], [5], [25]. 
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2.1 Safety and Security Techniques 

System-Theoretic Process Analysis (STPA) is a technique proposed by [19] to ana-

lyze safety. STPA considers that accidents can be caused by the interaction between 

system components, even without failures. In this sense, in STPA, it is necessary to 

control the behavior of the individual components and their interactions. There is then 

a controller to enable the evaluation of control actions of the components and the 

respective feedbacks in relation to the safety of the system as a whole. The controller 

will enforce restrictions on system behavior. [20]. Figure 1 shows the idea of a stand-

ard STPA controller. 

 

Use cases (with slight modifications) can aid the integration of functional and non-

functional requirements work when considering security requirements. Misuse cases 

specify behavior not wanted in the proposed system for the purpose of eliciting secu-

rity requirements [30]. Many security breaches can be described in a stepwise fashion 

in an unwanted interaction sequence [30]. For example, the use case is a counter-

measure against a misuse case, i.e., the use case reduces the misuse case’s chance of 

succeeding. An example is “protect info”, which mitigates “steal credit card info”, as 

shown in Fig. 2. 

Figure 1: Standard STPA controller - Fonte: [20]. 
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3 Research Methodology  

In this work, we use some research method techniques. The first one was the litera-

ture review. According to [33], the literature review presents the concepts necessary 

for understanding the objective and the works related to the objective. For this reason, 

we started searches for periodicals, technical articles, journals, and theses. 

After that, we prepared the systematic review protocol and carried out the System-

atic Literature Review (SLR) to discover the answers to the questions proposed in this 

work. 

In order to perform this SLR, we used guidelines and the protocol template pro-

posed by Kitchenham, and Charters [17], whose process involves several activities 

grouped into three main phases: planning, conducting, and reporting of the review. It 

consists of the following steps: (1) identification of the need for a systematic review, 

(2) development of a review protocol, (3) a comprehensive, exhaustive search for 

primary studies, (4) quality assessment of included studies, (5) data extraction and 

monitoring, (6) data analysis and synthesis, and (7) report-writing.  

Therefore, we synthesized our research in a SLR. To [18], the main method of syn-

thesis is a SLR. In contrast to an expert review using ad hoc literature selection, an 

SLR is a methodologically rigorous review of research results. 

SLR is part of the Evidence-Based Software Engineering (EBSE) research method. 

Evidence-based research and practice was developed initially in medicine because 

Figure 2: Example use and misuse cases for an e-store - Fonte: [30]. 
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research indicated that expert opinion based medical advice was not as reliable as 

advice based on the accumulation of results from scientific experiments [18]. 

Goal of EBSE is to provide the means by which current best evidence from re-

search can be integrated with practical experience and human values in the decision-

making process regarding the development and maintenance of software. The end 

point of EBSE is for practitioners to use the guidelines to provide appropriate soft-

ware engineering solutions in a specific context [18]. 

Our SLR aims to identify and analyze the current RE approaches for AVs. The 

analysis is based on RQs answers related to the type of RE problems addressed by the 

study, the RE phases covered by the approach, requirements modelling styles used, 

the type of requirements described in the study, the specific AVs considered in the RE 

study, and the open problems reported. 

An automatic search was conducted in the following electronic databases: ACM 

Digital Library, IEEE Xplore, Science Direct, Scopus, and Springer. 

We collect information about requirements engineering for AVs. Thus, we had fo-

cused on terms of the RE area, autonomous vehicles, and kind of contribution. With 

the answers to the questions and the synthesis of the SLR in hand, we are starting to 

create our requirements engineering process for autonomous vehicles with the 

achievement of safety and security that encompasses the activities included in the RE 

phases for AV. Requirements description style is still being discussed, but we want to 

use a language that is easy for stakeholders to understand. 

Finishing our process, we will make use of the survey research technique, which 

consists of searching for existing data directly in the environment, through observa-

tions, measurements, questionnaires, and interviews [33]. Thus, after tabulating this 

information, conclusions can be drawn about causes and effects [33]. Thus, we will 

evaluate the methodology in the industry to evaluate the approach created. Further-

more, we want to obtain and analyze the evaluation results to promote improvements 

to the proposed method and receive feedback from engineers. 

4 Current Status of Work 

The first phase of the bibliographic survey work with knowledge acquisition and 

the second phase, which includes the systematic literature review, were completed 

(See [24]). 

The bibliographic survey and the SLR allowed the visualization of the state of the 

art and the discovery of the problems and challenges faced by the AV industry, the 

gap between safety and security, the need to align these two non- functional require-

ments and, finally, the need an easy language for AV engineering teams to communi-

cate. 

We are currently working on developing the safety & security achievement pro-

cess. We are still studying some safety and security techniques separately. STPA 

(safety) and Misuse Cases (security) have been widely used in the literature. In this 

way, we are verifying the possibility of uniting the advantages of the two techniques 

and proposing something in this sense. 
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5 Expected Contributions 

The main objective of this work is to provide a  RE4AV process for organizations 

to conduct Requirements Engineering  focused on  safety and security  of AVs. More-

over, we want to develop a tool to support the application of the safety & security 

process. Finally, validate and evaluate the RE4AV  process. 

We hope that our process will be used by requirements engineers in the automotive 

industry to align safety & security analysis in the early stage of AV development, 

which will increase the trust and success of stakeholders and customers. 

6 Comparison with Related Works 

In [16], Model-Based Requirements Engineering (MBRE) is considered to im- 

prove the understanding of systems among stakeholders by creating models to support 

system requirements. However, MBRE approaches only partially ad- dress security 

threats & safety hazards. Besides that, integrative consideration between safety & 

security is not considered. 

It is presented in [25], a combination of an analytical approach using Markov 

chains with a numerical approach using simplified state diagrams to model the system 

structure and a Monte Carlo simulation to analyze the system’s behavior. The goal 

was to develop a method that is convenient for performing a holistic safety and secu-

rity evaluation of autonomous vehicles with a simple example. In our work, we are 

concerned with the development of activities for all phases of requirements engineer-

ing for AVs, also considering safety & security analysis. In addition, we are focused 

on developing a process with an easy language for stakeholders to communicate. 
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