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Abstract

Quality of software products is closely related to 

the elicitation requirement process. Several studies 

point out that elicitation techniques achieve different 

results when applied in different contexts. This paper 

presents some recommendations about the situations 

in which elicitation techniques are useful. 

Recommendations are based on a previous 

systematic review, which was updated and expanded 

with 13 new empirical studies and more than 60 new 

empirical results. The aggregation process generated 

5 new evidences and modified 4 existing ones. In the 

previous review, it was found that interviews were 

one of the most adequate techniques in most 

situations. The new evidence supports the same 

conclusion.  

1. Introduction 

Nowadays it is widely acknowledged within the 

software engineering community that requirements 

definition has a big impact on final product quality 

[10][40][38] Requirements Engineering (RE) is 

concerned with the elicitation, analysis, specification, 

validation and management of software requirements 

[39]. This paper focuses on the elicitation task and, 

more concretely, on the techniques applied to extract 

knowledge from the requirements stakeholders.  

Although requirements elicitation appears to be a 

simple process in fact it is a really difficult one. Quite 

often, users do not know how to describe their tasks, 

may leave important information unstated, or may be 

unwilling or unable to cooperate [39]. Elicitation 

techniques aim to improve this communication 

process.

Despite the critical need for eliciting the right 

requirements, little research had been focused on 

identifying the most adequate elicitation techniques. 

Only ACRE [34] and recently the Unified Model of 

Requirements Elicitation [27][28] provide general 

frameworks. However, these works are by and large 

rooted on quite general theoretical foundations or 

expert opinion, leaving aside an increasingly large 

body of empirically-based knowledge.  

Systematic Review (SR) is a technique employed 

in Evidence-Based Software Engineering (EBSE) 

[24], whose aim is to pool together the results 

obtained in different empirical studies and propose 

recommendations based on the best available 

evidence. In a previous work [16][21][17], the 

authors shown that SRs are a useful way to identify 

good practices regarding requirements elicitation. 30 

different empirical studies were identified, reviewed 

and aggregated, generating 18 evidences about 

interviews, protocol analysis, sorting and laddering 

techniques.  

A critical fact in any SR is the amount of evidence 

available. SR’s conclusions are always based on the 

existing evidence when the SR is done, but as new 

empirical studies are discovered (because they were 

not identified before) or carried out, the conclusions 

of earlier SRs should be updated, either confirming 

or refuting the previous findings. This present paper 

updates the previous SR adding 13 new empirical 

studies and more than 60 empirical results. The 

subsequent aggregation process generated 5 new 

evidences and modified 4 existing ones. The new and 

modified evidences are in line with those in [17]. 

11th. Workshop on Requirements Engineering

96



Generally speaking, they point out that interviews are 

the most effective elicitation technique in most 

situations, although its efficiency may be lower than 

some specialized techniques like laddering or card 

sorting in some cases. 

This paper reports how the update of the previous 

SR was carried out and which evidences were 

obtained. It is structured as follows: Section 2 

describes the motivation and introduces the 

respective background. Section 3 briefly describes 

the research methodology. The main findings are 

shown in section 4. Finally sections 5 and 6 present, 

respectively, the discussion and conclusions of this 

work.

2. Motivation and related work 

There are a lot of elicitation techniques published 

in the literature either articles, such as [14][29] or 

books, like [32][33][41], among a lot of references. 

However, there is no agreement about how to select 

one (or several) techniques to work in a specific 

situation. In some cases, an insight into when an 

elicitation technique might or might not be applicable 

is provided [28]. But this is not enough because it is 

very limited. Maiden and Rugg have developed the 

most extensive research concerning the relationship 

between conditions and elicitation techniques [34]. 

ACRE (ACquisition of REquirements) is a faceted 

framework which includes categorization of 

techniques in relation to types of knowledge and 

types of communication. ACRE identifies six facets: 

purpose of requirements, knowledge types, internal 

filtering of knowledge, observable phenomena, 

acquisition context, and method interdependencies. 

Each of the facets can be interpreted as one or more 

questions to ask about an acquisition session. 

Answers to these questions inform method selection 

[34]. Therefore, the framework has been developed 

taking into account an analysis of the RE field and 

authors expertise to identify the critical factors for 

selection. However, the number of elicitation 

techniques analyzed was only 12. Since its 

development, ACRE had not been empirically 

validated; it is just a theoretical framework. 

In a similar research line and with the same 

purpose of obtaining a model for technique elicitation 

selection, Hickey and Davis works were focused on 

assembling the collective wisdom of the most 

experienced analysts and experts. The final result was 

a ‘Unified Model of Requirements Elicitation’, which 

include a metaprocess of requirements elicitation and 

the selection of an appropriate technique [27][28]. 

The SR performed by Davis et al. pursues to find 

empirical evidence to make this selection [16]. 

Although it is important to consider the expert 

knowledge, the determination of the best practices in 

SE needs to be based on empirical proofs. There are a 

number of empirical studies on elicitation that have 

provided valuable results of which proper account 

has not been given in the literature. The aggregation 

of those empirical results can be used to confirm or 

refute some predefined and not proved assumptions 

about the effectiveness of requirements elicitation 

techniques. But also important is the maintenance of 

this aggregation over time, adding new references 

and gradually providing more pieces of knowledge to 

the RE field.

In the first SR researchers adapted Kitchenham’s 

procedures for performing systematic reviews and 

developed all the components and forms needed. For 

instance, the research question was specified as well 

as the search strategy and selection of primary 

studies, among others important tasks. Because there 

were no earlier systematic reviews in this domain, the 

search starting date was unlimited, whereas the 

ending date was set to March 2005 (inclusive). The 

empirical studies were identified by means of using a 

formal keyword search in well-known accepted 

databases, such as IEEEXPLORE, ACM DL and 

SCOPUS bibliographic databases as well as Google. 

Additionally, a review of the bibliographical 

references cited in the studies located by the above 

searches was also performed. Though extremely 

tedious, this later method was useful for identifying 

old studies not indexed in any database, studies with 

imprecise titles and grey literature. As a result, 564 

candidate publications were identified.  

The candidate publications were reviewed 

discarding all non-empirical studies. In the case of 

multiple publications, only one instance of each 

empirical study was considered. Admission and 

exclusion criteria (for instance, that studies were 

parallel trials) were used to further filter the 

candidate publications. The final result was a set of 

26 publications reporting 30 empirical studies. The 

data from each study were extracted and entered in 

forms designed specifically for this particular study. 

A total of 43 elicitation techniques and 60 response 

variables were tested in the 30 selected empirical 

studies. After the aggregation process, a set of 35 

aggregations were obtained. Those aggregations were 

the base for deriving 5 guidelines as a final result of 

this first SR. 
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3. Methodology 

This work is an update of the SR described in 

[17]. That SR was carried out following the 

recommendations proposed in [31]. In this first SR, 

53 publications containing potential empirical studies 

were identified. An initial search in online 

repositories and local library resources made possible 

to obtain 26 of those publications. These 26 

publications contained 30 empirical studies which 

were reviewed and aggregated as already mentioned. 

However, 27 potentially interesting publications 

were disregarded. As the conclusions of the SRs are 

contingent upon the available evidence, it was clear 

that a more thorough search (e.g. in international 

library services) was desirable. It made possible to 

obtain 13 out of those 27 publications. The other 14 

publications (e.g. [11][25]) were considered 

impossible to locate, as they are quite old, grey 

literature. The overall literature flow is shown in 

Figure 1. 

27 unavailable 

publications

(initial search)

26 selected 

publications

(previous 

SR review)

53 publications about

individual elicitation 

techniques

14 unavailable 

publications

(grey literature)

9 useful 

publications

(updated 

SR review)

4 useless 

publications

(no empirical studies)

Figure 1. SR literature flowchart 

Not all those 13 publications were useful. Four of 

them did not contain empirical studies at all or were 

papers published twice, so that they were discarded. 

The other nine ([1][2][3][4][5][6][7][8][9]) were 

useful and gave 13 empirical studies ([9] contained 2 

different studies while [1] contained 3). The current 

updating work focused on those 13 empirical studies. 

The tasks performed so far correspond to the 

initial stages of Kitchenham’s procedure [23][30]. In 

a typical SR, both the review objective and the 

identification of studies would have been part of the 

SR itself. However, in this particular case, we are 

making an update of an existing SR (that is, the 

reference [17]) and therefore these tasks were 

obviously skipped. 

The subsequent steps carried out during the 

updating work resemble closely Kitchenham’s 

procedure [30], along with some modifications 

introduced in [17], as shown in Figure 2. This new 

process is described in [22]. 

However, the process was more difficult to 

perform than expected, because the update of a SR 

introduces problems unknown during the first 

execution. The most relevant problem was to relate 

the newly obtained empirical results and the previous 

ones.

0. Training on SR

1. Selection of primary studies

2. Primary studies reading 
and data extraction

3. Setting up supporting tables

4. Treatment 
analysis

5. Response 
variables analysis

7. Generalization

6. Development of results table

10. Final results decodification

8. New evidence extraction

9. Aggregation

Pending treatments/
response variables?

Yes

No

Figure 2. Systematic review process applied 

Since we had no a glossary of terms from [17], the 

identification of the treatments (elicitation 

techniques) and response variables in the 13 new 

studies and the merge with the first SR’s treatments 

and response variables was a complex task. We 

realized that the same technique could be named 

differently in diverse studies, although being the 

same, because the names are a subjective feature, 
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depending on each author. Likewise, response 

variables suffered the same problem, aggravated by 

the fact that not only the name, but also the 

measurement procedure could vary.  

If treatments and response variables of the present 

and past SR could not be merged, the updating work 

would be doomed to fail, because the combination of 

current and past empirical results would be 

unfeasible. Both SRs would be isolated efforts 

impossible to relate and, therefore, the number of 

potential evidences to obtain would be much lower. 

To solve this problem, it was necessary to catalogue 

the techniques and response variables tested in the 

empirical studies analyzed in [17], which implied to 

read the 26 initial publications besides the other 9 

specific of this work. It represented a lot of effort 

which could be saved if such a glossary would have 

been constructed during the initial SR. 

Apart of this drawback, it was possible to perform 

the SR with only minor difficulties. The chosen 

papers were reviewed using the same extraction form 

proposed in [19]. Once this form for each experiment 

was filled, the information extracted was coded to 

facilitate the later process of aggregation. 

Codification is necessary because the personal 

preferences of the researchers involved in the 

aggregation can bias the process. For instance, if the 

researchers believe in the superiority of one 

technique (i.e. interviews) over another (i.e. protocol 

analysis), then they may disregard the evidence 

contrary to their expectations (probably 

unconsciously). The codification assigns a code to 

each technique and response variable, making 

possible to aggregation results blind to the 

researchers involved. We used the same codification 

applied in the first SR in order to make results 

comparable and compatible [17].  

After codification, the aggregation procedure was 

applied. In [31], the use of meta-analysis is 

recommended. However, when performing the 

previous review, we already realized that meta-

analysis was of limited applicability. Meta-analysis 

requires: (1) two or more replications of the same 

experiment and (2) the reporting of some concrete 

statistical data (number of subjects per arm, means 

and variances). Such conditions do not usually hold 

in current SE experiments. In most cases, 

experimental replications are not exact, as they 

change the experimental task, type of subjects or 

experimental settings. On the other hand, SE 

experiments do not follow any reporting standards, 

and it often happens that variances or even means are 

not reported in the publications, making meta-

analysis impossible. 

Taking into account these characteristics, we 

developed in [17] an aggregation procedure based on 

an improvement of comparative analysis [37], quite 

similar to vote counting [26]. The key underlying 

idea is that while most empirical studies on elicitation 

techniques are not replications, many of them have 

similar factors and variables, and therefore some 

level of combination is possible. Concretely, if two 

studies test similar techniques and the outcomes are 

comparable, therefore a coincidence in the outcomes 

suggests the existence of a true effect.  

An example is the best way to explain how the 

aggregation procedure works. Consider the studies 

[2] and [13]. They participate in the aggregation #12, 

but they are not replications of the same experiment 

(as they are, for example, the studies [2] and [8], or 

[12] and [15]) and therefore they cannot be 

aggregated by means of a meta-analysis. However, 

studies [2] and [13] have a lot of things in common.  

On the one hand, the study [2] compares the 

duration of an elicitation session using interviews vs. 

a session using laddering, while [13] compares the 

duration of an elicitation session using free elicitation 

vs. a session using hierarchical dichotomization. 

Therefore, the response variable is the same. 

Nevertheless, the techniques tested in both studies 

are different. Sure? A closer look to [13] reveals that 

“free elicitation” is the name given to interviews in 

marketing research (the field to which the paper [13] 

belongs), but it is not the case for laddering and 

hierarchical dichotomization. Definitively, they are 

different techniques and in consequence the studies 

[2] and [13] are not aggregable. 

The only way to escape of this problem is to relax 

the conditions imposed to the studies to aggregate 

them together. Of course, we cannot mix apples and 

oranges, but some level of flexibility can be admitted. 

For example, laddering is essentially a technique with 

which the analyst composes n-ary hierarchies based 

on the information provided by the user. Hierarchical 

dichotomization is almost the same, with the only 

exception that the tree is binary instead of n-ary. Is 

that difference enough to make both techniques non-

aggregable. Maybe, but maybe not. We can expect 

that techniques so similar behave in similar ways. 

Therefore, we can make the decision than laddering 

and hierarchical dichotomization are versions of the 

same technique, and that decision makes that [2] and 

[13] can be aggregated together. If both studies 

identify the same effect (for example, that interviews 

> {laddering | hierarchical dichotomization}), then 

our confidence in that effect increases, and vice 

versa.
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4. Main findings

After performing the SR, we obtained more than 

60 new empirical results. Those results, as well as all 

forms and supporting tables used, cannot be shown 

here but they will be published in [23]. Anyhow, that 

raw material does not have primary interest for the 

practitioner. The real interest lies in the combination 

of those empirical results among themselves, as well 

as with the results of previous SR. This combination 

or, more precisely, aggregation process, produces the 

evidences which can be later used to identify in 

which situations a given elicitation technique is 

useful. For details about how this aggregation 

process is performed, see [17] as well as [18]. 

Table 1 shows the results obtained after the 

aggregation process. The aggregations shown in the 

table are only those obtained during the updating 

work or those obtained in the previous SR but 

modified by the empirical results newly identified. A 

comprehensive table can be obtained from [23]. 

Table 1. Results of the aggregation 

ID KEY Result of the aggregation Support Neutral Opposes

12 REFUTES 

There do not appear to be any differences in terms of session 

duration between unstructured interviews and laddering 

(this evidence is not longer valid) 

[13] [12][15]  [2] 

16 REDUCES 

Transcription time cannot be established as being longer for 

introspective techniques, like protocol analysis, than for 

unstructured interviews or vice versa 

[3] [12][15]   

21 REINFORCES 
Transcription time cannot be established as being longer for 

sorting techniques than for laddering or vice versa 
 [3][13][12]  

33 REINFORCES Laddering gathers fuller information than sorting techniques [3][13] [12]  

36 NEW 
The efficiency of unstructured interviews is greater than 

scaling techniques 
[2][8]   

37 NEW Laddering and scaling techniques have the same efficiency [2][8][13]  

38 NEW 
Scaling techniques are more difficult to apply than 

unstructured interviews 
[2][8]   

39 NEW 
Laddering is more difficult to apply than unstructured 

interviews
[2][8]   

40 NEW Laddering and scaling techniques have the same difficulty [2][8]   

The first column of Table 1 contains the 

aggregation’s ID (both for the previous and current 

SR). This ID is only used to ease the reference to 

aggregations. The second column contains one of the 

following codes:  

  REFUTES: the newly gathered results refutes a 

previous aggregations.  

  REDUCES:the new results cannot refute a previous 

aggregation, but reduces our confidence in it. 

  REINFORCES: a previous aggregation is 

supported with new compatible results, and  

  NEW: a new aggregation, not present in the 

existing set, has been identified.  

Finally, the third, fourth and fifth columns are used 

to specify which studies provide evidence supporting 

the aggregation, which are neutral and which ones 

opposes to it (notice that references [1]-[9] were the 

ones analyzed in the present work; the others were 

analyzed in the first SR). 

In some cases this type of table is not adequate to 

represent all types of evidences and its interpretation 

may be somehow difficult. For example, evidence 21 

does not state a positive fact, such as “transcription 

time is longer for…”, but they say “transcription time 

CANNOT BE ESTABLISHED AS being longer 

for…”. In experimental terms, it means that no effect 

has been identified between techniques. In those cases 

“neutral” studies are really supporting the aggregation, 

and “support” and “opposes” studies deny it. This 

exception should be considered when reading 

aggregations 12, 16 and 21. 

As shown in Table 1, the obtained aggregations are 

not supported by uniform empirical evidence. The 

same fact also happened in the first SR [17]. This fact 

caused the realization of a sensitivity analysis in order 

to know if the heterogeneity of the experimental 

studies, this is the contextual differences among 

experiments, could explain the conflicts among 

evidences.

The sensitivity analysis showed that the experiment 

performed in [12] was slightly different from others. 

Specifically, regarding the experience of the 

stakeholders of experiments, usually this experience 

could be define as high in all the experiments except 

for [12], where the experience must be define as low. 
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Therefore, due to this difference, the experiment [12] 

tended not to find differences among elicitation 

techniques (regarding response variables like “quantity 

of information”) where other experiments did found 

differences. No other effects derived from contextual 

differences among experiments could be identified. 

The sensitivity analysis had been repeated in our 

updating SR after joining the data obtained from both 

reviews (first and updating SRs). The final result is the 

same. In fact, we have identified that experiment [3] is 

quite similar to [12], with very analogous 

characteristics. However, it was not possible to 

corroborate the similarity of [3] and [12] due to the fact 

that [3] does not test response variables like “quantity 

of information”. 

We analyzed if the lacks of the experiment 

performed in [12] have an effect on the final 

aggregations. As shown in Table 1, [12] appears in the 

following aggregations: #12, #26, #31 and #33. The 

contribution of [12] in the four cases is a neutral 

evidence; this is, not identifying significant differences 

among techniques (as mentioned above). Fortunately, 

the impact of the experiment performed in [12] is very 

reduced because: 

  The evidence provided by [12] is not needed to 

ground aggregations #12, #21, and #33. This is, if 

we do not consider the experiment performed in 

[12] in our aggregation process, the final findings 

would not change. 

  The experiment performed in [12] is needed for 

aggregation #16. If we do not consider it, the 

aggregation would be refuted. Nevertheless, this 

fact would be positive, since our updating work 

already reduces the evidential level of aggregation 

#16. In other words, the interviews probably take 

less time to transcript than protocol analysis. In this 

sense we will consider aggregation #16 when 

elaborating recommendations. 

Additionally, the generalizability of the obtained 

aggregations was also analyzed in [17]. The final result 

was that the heterogeneity of the primary studies, 

although high, did not seem to put the generality of the 

obtained aggregations in risk. On one hand, a certain 

degree of heterogeneity is desirable because the 

aggregations will be more valid when the supporting 

evidence is consistent across different experimental 

contexts [35][36]. On the other hand, the primary 

studies that support the aggregations are relatively 

uniforms within each aggregation, so much so that in 

many cases the aggregations are supported by studies 

which are quite nearest replications. This same 

conclusion maintains full validity in the context of the 

updating SR. 

5. Discussion 

In the previous systematic review we obtained 

several conclusions based on the available empirical 

evidence. Briefly, those conclusions were the 

following: 

1. Interviews were the most effective elicitation 

technique. Overall, interviews performed better 

than sorting and protocol analysis, with very 

few exceptions. It was also observed that 

structured interviews performed better than 

unstructured ones, but it is not of interest for 

the present discussion. 

2. Laddering is almost as good as interviews.  

3. Sorting and protocol analysis can be considered 

low effective techniques. Overall, sorting is 

somehow better than protocol analysis, but the 

differences are of no consequence. 

4. The effectiveness of interviews, laddering, 

sorting, and protocol analysis is comparable. 

We could not find differences among them 

either regarding elicitation or transcription 

time. 

The newly obtained evidence points out in the same 

direction than the previously existing one. Concretely, 

the present study gathers more evidence for the 

effectiveness of interviews and laddering. On the one 

hand, aggregations #38 and #39 show that interviews 

are less difficult to apply than scaling and laddering. 

On the other, laddering is also found to provide more 

complete information than sorting (aggregation #33). 

Therefore, interviews appear to be the most effective 

technique overall, and laddering follows suit with the 

only drawback of being as difficult to apply as scaling 

techniques (aggregation #40). 

The inferiority of sorting techniques is also 

corroborated by the present study, because the 

aggregation #33 (identified in the previous study) was 

reinforced with new evidence provided by [3]. In the 

case of protocol analysis, we could not find any new 

evidence for its inferiority regarding interviews and 

laddering, but neither against it.  

The present study also confirms that the efficacy of 

interviews, laddering, sorting and protocol analysis is 

very similar to each other, or even the same. The 

aggregations #12, #16 and #21 show that there are not 

differences in the time needed to elicit or write down a 

transcription using any of those techniques. 

As a final point, we did find new evidence about a 

new technique (scaling) not considered before. This 

technique (really, a set of different but highly related 

techniques) appears to be more difficult to apply than 

interviews (aggregation #38) and less efficient than 
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interviews and laddering (aggregations #36 and #37). 

Therefore, scaling does not seem a serious competitor 

for interviews or laddering, but to have a clear idea of 

its potential, it would be interesting to know its 

behavior against sorting and protocol analysis as well.  

To conclude, it is noticeable that only 3 of the 9 

papers reviewed (that is, [2], [3] and [8]) have 

contributed to the set of aggregations shown in Table 

1. The other papers did not contribute due to several 

reasons, such as: (1) their quality is quite low, making 

impossible to extract outcomes to aggregate and (2) 

they are too diverse, that is, the techniques and 

response variables that they test are very different to 

each other, making them inherently non-aggregable. If 

this fact were known beforehand, it would have been 

possible to reduce the effort of the review to than 1/3rd

of the total (we would not have to read 6 out of 9 

papers) achieving exactly the same results. However, 

this circumstance is not a defect of the present work. 

Quite the contrary, the same fact was already observed 

in the previous review, and it happens in almost every 

SR performed in SE. More details about this problem 

are given in [20], but the conclusion that we can 

extract here is fairly simple: to save time and effort 

when doing SR in SE, we have to focus on replications 

and closely related experiments. The other papers can 

be discarded with almost no risk of overlooking 

interesting results. 

6. Conclusions 

This paper presents the update of a SR work 

performed with the goal of identifying well-founded 

practices when selecting an elicitation requirements 

technique. There are a lot of arguments for supporting 

the fact that selecting the most accurate technique/s has 

a relevant influence upon the quality of the software 

product developed from the requirements gathered 

with it/them. Therefore, we would make software 

engineers aware of the need for guidelines derived 

from empirical evidence to select the most appropriate 

technique [21]. Until now they can use their own 

experience or expert’s guidance, such as [28]. But we 

think that these recommendations should also consider 

the scattered knowledge of different empirical studies 

on individual elicitation techniques.  

The most important result of our updating SR work 

shows that interview-based techniques seem to be the 

most effective elicitation techniques. We already 

established in [16][17] that interviews were able to 

extract more information that several other elicitation 

techniques, and also that the information extracted was 

more complete. In the present work, we could not find 

any contradictory evidence. Quite the contrary, the 

results corroborate the superiority of interviews 

regarding several dimensions, such as efficiency or 

difficulty of application. 

We think that these findings need to be merged with 

those obtained from a SR focused on theoretical papers 

regarding individual elicitation techniques, for 

instance.

This will be one of our near future research lines. 

Besides this, in the long term we want to complete this 

elicitation techniques research with the study of group 

elicitation techniques, either from an empirical and 

theoretical perspective, and merge all the results 

obtained. Maybe then software community will be able 

to develop a comprehensive theory concerning the 

application of elicitation techniques, joining pieces of 

knowledge obtained from empirical, theoretical and 

expert knowledge perspectives. 
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