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Abstract 
 

Software inspections have proved to be an effective 
means to find faults in different software artifacts, and 
the application of software inspections on 
requirements specifications is believed to give a high 
return on investment as problems are caught early. 
However, despite the existing evidence of positive 
effects requirements inspections are not a common 
practice in industry. The reason is believed to be the 
cost associated with inspections as a technology. This 
paper presents an evaluation of test-case driven 
inspections (TCD) - an emerging inspection technique 
that aims to cut costs associated with traditional 
requirements inspections. To formally test the 
efficiency and effectiveness of TCD inspections an 
experiment was conducted, in a controlled 
environment, where checklist based inspections was 
used as a point of reference. The experiment results 
indicate that TCD inspections perform better when it 
comes to effectiveness in finding major faults in a 
requirements specification. 

Keywords: Software inspections, software 
requirements, market-driven requirements engineering, 
experimental evaluation. 

1. Introduction 

Software inspections are a well known technique 
for finding faults in different software artifacts by 
means of visual examination [1]. Obvious benefits of 
inspection as a technology are the possibilities of 
uncovering defects at an early stage of the 
development process, as early as during initial 
specification of requirements. This is beneficial as 
faults in requirements specifications are considered to 
be very costly since they many times impact 
downstream efforts as defects are transferred to the 
design and implementation phases [2-4]. This is 
probably why companies with limited resources are 
recommended to prioritize the inspection of 

requirements over other artifacts like for example code 
inspections [8, 9].  

Despite the recommendations, and experience 
reports showing positive effects of inspection as 
technology, inspections are not as common in industry 
as one might expect. According to Ciolkowski et al. 
only about 40% of companies perform reviews on any 
development artifact [5]. The number of companies 
practicing requirements inspections was reported to be 
even lower. An explanation to this can be costs 
associated with inspections in terms of project lead 
time and recourses [10-12], in combination with the 
difficulty to quantify the return on investment when 
using inspections.  

The increased complexity of market-driven product 
development demands further development of 
inspection technology as the handling of a continuous 
flow of requirements in an engineering effort generates 
large amounts of requirements from multiple sources 
threatening to overload companies [22-28]. In this 
situation, the use of inspection technology at an early 
stage can help guarantee requirements quality good 
enough for the purposes of requirements triage and 
selection, if costs and time aspects can be controlled 
[29].  

Since the introduction of the traditional Fagan 
inspection in 1972, subsequent expansions and 
refinements, through the introduction of e.g. 
streamlined variants (see e.g. two-person inspection), 
and reading techniques like checklist based reading 
(CBR) and perspective based reading (PBR), were 
aimed at decreasing cost and time as well as increasing 
effectiveness and efficiency of the technology [1]. This 
paper continues on this theme, in attempt to further add 
to the understanding of the inspection technology by 
introducing and testing the efficiency and effectiveness 
of an inspection technology “variant” called Test-case 
Driven requirements inspection (TCD). The motivation 
for TCD inspections was identified in industry where 
companies faced large amounts of requirements and 
limited resources as time-to-market was a predominant 
factor, this was formerly reported by Gorschek and 



Dzamashvili-Fogelström [29]. In an attempt to further 
investigate potential benefits, but also drawbacks with 
TCD inspections in a controlled setting minimizing 
confounding factors, this paper presents a formal 
experiment designed to benchmark TCD inspections 
against the well-established and known reading 
technique of CBR.   

The paper is structured as follows. Section 2 
presents the origin of the TDC inspection technology 
and related techniques. Section 3 provides the research 
questions, the hypothesis and the study design. 
Experiment results and analysis is found in Section 4 
and finally Section 5 presents discussion and 
conclusions. 

2. Background and Related Work 

TCD inspections were initially piloted to support 
product management activities at Danaher Motion Särö 
AB (DHR). DHR operates in a market-driven 
development environment where large amounts of 
requirements need to be handled and inspected to be 
good-enough as decision support material for triage 
and selection (including initial risk analysis and 
estimation activities). Requirements arrive from the 
different sources resulting in not only large quantities 
of requirements, but also in requirements of vastly 
varying quality and refinement, so called pre-project 
requirements. These requirements are the main 
decision support material for product management and 
the basis for the identification of relevant batches of 
requirements allocated to development projects. Thus 
the need for having high quality pre- project 
requirements is obvious as requirements of low-quality 
may impede product management in taking crucial 
decisions. 

From this perspective any introduced inspection 
technology needs to be low cost, in addition to 
effective. Low cost in relation to both sheer 
requirements volume, but also in relation to the early 
nature of the artifacts being inspected. Pre-project 
requirements have not yet been chosen for inclusion in 
the product being developed, thus effort going in to an 
inspection may potentially be wasted if the 
requirements in question are later rejected. On the 
other hand, the term “waste” is used with reservation 
as an improvement in a requirements quality through 
inspection may give a manager better decision support 
to dismiss an unwanted requirements early in the 
process. 

 The following sections will provide a brief 
summary of the TCD inspection process and an 
overview of the related inspection techniques. A more 

detailed description of TCD inspections can be found 
in [29]. 

2.1. TCD Inspections 

The goal of TCD inspections is to enable software 
companies perform effective requirements inspections 
but at the same time minimize the cost. In order to 
achieve this TCD inspections rest on the foundation of 
the thoroughly tested and successful reading technique 
of perspective based reading [14, 15], but at the same 
time TCD inspections introduce a new way of applying 
the technique, focusing on minimizing involved 
recourses and maximizing the reuse of the involved 
personnel and produced artifacts. 

Team Size and Involved Roles: The minimal size 
of the TCD inspection team is two persons, and 
company resources with key knowledge are involved, 
namely the product manager (writer/owner in this case) 
and the test engineer. The small size of the team offers 
obvious savings, but on top of this, by involving 
experienced personal no training is required (the tester 
is already well versed in writing test-cases). Both 
product manager and test engineer are considered to be 
system experts. It has been reported that two-person 
inspections are as effective as traditional inspections 
consisting of the larger team, especially if the persons 
involved in the inspection consist of an expert-pair 
[10]. This indicates that smaller team size used by 
TCD inspections should not influence the defect 
detection ability negatively; however it should 
decrease the cost. 

Active Reading Technique: The test engineer 
inspects requirements by means of producing high 
level test-cases, which can be compared to perspective 
based reading (PBR). At the same time as being 
effective the traditional PBR inspections are rather 
costly since it requires that e.g. the requirements 
should be inspected from different perspectives. TCD 
inspections offer lower cost by utilizing only a tester’s 
perspective. It can be claimed that loosing other 
perspectives (i.e. not utilizing several perspectives) 
will adversely effect the defect detection efficiency; 
however studies at NASA [14] report that the defect 
detection rate of applying a single perspective was 
superior to other reading techniques. This can indicate 
that applying only one perspective when inspecting e.g. 
a requirement can still give better results than 
traditional reading techniques such as ad-hoc or check-
list based reading. It is worth to mention that some 
researchers report positive results from industrial 
evaluation of using only tester’s perspective of PBR on 
requirements documents [16].  



Reuse of the Staff and Artifacts: One of the main 
ideas behind TCD inspections is reuse. The inspection 
is performed by a test engineer who will have to read 
the requirements document and produce test-cases 
independent of the inspection. So why not reuse this 
recourse? The artifacts produced during inspection, 
namely test-cases are attached to the requirements and 
should be used in the design and implementation 
phases as additional requirements documentation. The 
test-cases are intended to create a basis for the testing 
activities as well. 

TCD inspection process closely resembles the 
original Fagan’s inspections and consists of the 
following steps: 

Planning and Initiation: The inspection process is 
planned and initiated by the Product Manager (PM) 
who is also the owner of the inspected requirements. 
This step involves PM selecting a collection of pre-
project requirements that should be inspected, and 
allocating recourses to the inspection process. The test 
engineer(s) reviewing requirements is a main recourse 
required by the process. 

Defect Detection: The test engineer(s) examine the 
requirements. The reading technique used is similar to 
active reading as high level test-cases are created as a 
result of the inspection. The goal is to check the 
following attributes of software requirements: 
Testability, Completeness, and Conflicts between the 
requirements. During the course of the inspection both 
test-cases are created and identified defects are 
documented. 

Inspection Meeting: The PM and test engineer 
review the inspection protocol and test-cases in order 
to reach agreement as to what needs to be corrected. 

Defect Correction: PM corrects the defects agreed 
on. 

Test-Case Completion: The corrected 
requirements specification is delivered to the test 
engineer, who confirms the correction and ensures that 
created test-cases are up to date. If no new faults are 
discovered during this process the inspection is 
considered complete. The test-cases are attached to the 
corresponding requirements for the future use in design 
and implementation phases (gives additional detail and 
information to e.g. developers). 

2.2. Related Inspection Methods and Reading 
Techniques 

TCD inspections make use of the ideas behind 
Perspective Based Reading, Two-Person Inspections 
and test driven development. This section also gives a 
brief introduction to Checklist Based Reading, which is 
a commonly used technique for requirements 

inspections in industry [13] and the technique which 
TCD inspection is tested against. 

Perspective Based Reading (PBR): When 
inspecting a document using PBR the reviewers adopt 
a certain perspective, for example designers, testers or 
a system user’s perspective.  Inspections are performed 
by actively examining artifacts, for example when 
inspecting requirements specifications persons working 
from the designer perspective create high level design, 
user perspective produces users manual and test 
perspective creates test cases [14]. The idea is that by 
adopting a certain perspective the reviewers focus on 
issues relevant for this perspective which can increase 
the likelihood of finding defects [15]. Reviewers using 
different perspective find faults that are relevant for the 
specific view that they adopt. For example tester 
perspective may find faults related to testability of the 
requirement, user perspective may find missing 
requirements and designer perspective incomplete or 
conflicting requirements. It is believed that combining 
of the different views should provide a better coverage. 
The studies performed on PBR have shown that PBR 
may require more effort compared to less structured 
approaches, but at the same time it increases the defect 
detection ability [15]. In a typical case developers 
perform PBR adopting the different views. 

Two-Person Inspections: This inspection method 
was designed for small to medium sized companies 
with limited resources in mind. The inspection team in 
this particular inspection method consists of only two 
persons, an author and a reviewer. The inspection 
process steps closely follow the original Fagan’s 
inspections, the obvious difference from the original 
technique being the team size [1].  

Checklist Based Reading (CBR): In CBR the 
artifact is inspected by means of using a pre-defined 
list of questions – a checklist. This technique is more 
structured and is believed to offer more support to the 
reviewer compared to for example ad-hoc reading [1]. 
Because of its simplicity this method is believed to be 
one of the most accepted inspection methods in the 
industry [13]. 

3. Experiment Planning and Operation 

This section presents major steps in the experiment 
planning such as defining experiment context, 
formulating hypothesis, finding the suitable experiment 
design and evaluation of the possible threats to the 
validity. The details of experiment operation are found 
in the end of the section. 



3.1 Experiment Purpose and Hypothesis 

The goal of the experiment is to evaluate the 
effectiveness and the efficiency of Test-case Driven 
Inspections (TCD) when it comes to finding the major 
faults in a requirements specification. The evaluation is 
performed by means of comparing TCD inspections to 
the well tested and most commonly used technique 
Checklist Based Reading (CBR). The null and 
alternative hypotheses focus on measures of inspection 
effectiveness and efficiency and are formulated as 
follows: 

• H0 Efficiency: There is no difference in 
Efficiency of finding the major faults in a 
requirements specification between the 
subjects applying TCD inspections and the 
subjects applying CBR inspections. 

• H0 Effectiveness: There is no difference in 
Effectiveness of finding the major faults in 
a requirements specification between the 
subjects applying TCD inspections and the 
subjects applying CBR inspections. 

• Ha Efficiency: There is a difference in 
Efficiency of finding the major faults in a 
requirements specification between the 
subjects applying TCD inspections and the 
subjects applying CBR inspections. 

• Ha Effectiveness: There is a difference in 
Effectiveness of finding the major faults in 
a requirements specification between the 
subjects applying TCD inspections and the 
subjects applying CBR inspections. 

 
In particular the experiment investigates if TCD 

inspections are cost effective by measuring the time it 
takes to conduct the inspection, and the number of the 
major faults that the reviewers detect within that time. 
Effectiveness of the inspection technique is defined as 
fault finding rate and is calculated by dividing the 
number of found faults with the total number of 
existing faults in the inspected requirement documents. 
The efficiency is defined as the number of found faults 
per hour. It is worth mentioning that effectiveness and 
efficiency of the inspection technique is measured in a 
similar way in number of other studies on software 
inspections [20, 21]. 

Major faults are defined as faults that will have 
potential effect on the system. These are faults like 
conflicting requirements, missing requirements, 
missing or wrong information in the requirements and 
so on. Defects like spelling errors, wording and 
incorrect usage of terminology are not considered as 
major faults. 

3.2 Experiment Subjects 

The subjects of the experiment were 21 master 
level students attending the Software Engineering 
education program at Blekinge Institute of Technology, 
Sweden.  This group mostly consisted of Swedish 
students with a similar background since all of them 
had completed their bachelor level studies in the area 
of Software Engineering/Computer Science at 
Blekinge Institute of Technology. In the group there 
were 7 students with international background, who 
had completed their bachelor studies in the areas of 
Software Engineering/Computer Science at other 
universities (India, Pakistan, Germany and Belgium).  

All students with international background had 
prior experience of working in the software industry as 
software engineers. The Swedish students had 
experience from software engineering projects in terms 
of project courses which are run in tight cooperation 
with industry and very much resemble real 
development in industry. During these project courses 
the students are trained to solve typical problems that 
occur in real-life software projects. To solve these 
problems students are required to have both advanced 
technical and managerial skills. Since the project 
courses simulate the projects run in industry the 
students who complete these courses are considered to 
be similar to fresh software engineers working in 
industry. 

At the time of the experiment most of the students 
had completed the courses in Software Requirements 
Engineering and Software Verification and Validation, 
thus the students were assumed to be rather familiar 
with requirements engineering and software 
inspections concepts. The results of the post-test 
showed that the subjects considered themselves to have 
novice to moderate skills in software inspections and 
moderate skills in software testing. In addition the 
subjects had assessed their knowledge in requirements 
engineering to be from moderate to skilled. The scale 
used to assess subjects’ knowledge and skills in a 
specific area was of ordinal character. The following 
categories were used: None, Novice, Moderate, Skilled 
and Expert. 

3.3 Experiment Artifacts 

The experiment instrumentation consisted of two 
requirements specifications, one for an Automatic 
Teller Machine (ATM) and the other for an Online 
Web Shop (OWS).  

The requirements specification for the ATM 
contained 13 requirements detailing functionality like 
card support and validation, pin-check, money 



withdrawal, account information handling and so on. 
The document size was four A4 pages. The ATM 
specification contained in total 17 faults of which 10 
were seeded by the researchers and 7 uncovered by the 
reviewers when performing the inspection (and 
categorized as faults by the researchers post-
experiment). The requirements specification for the 
OWS consisted of 16 requirements describing 
functionality for user log-in, product search, product 
viewing and purchase, and so on. The document size 
was four A4 pages. The OWS requirements 
specification contained in total 19 faults of which 8 
were seeded by the researchers and 11 were uncovered 
by the reviewers. 

Both specifications contained functional and non-
functional requirements. In addition both documents 
contained a similar amount of spelling and 
grammatical errors (nine errors each). The faults in the 
requirements specifications that were not spelling 
errors were classified as follows:  

• Missing Requirement (MR): Applies 
when a requirement that is needed is 
missing from requirements specification. 

• Missing Data (MD): Describes incomplete 
requirements that lack certain critical 
information. 

• Unverifiable (UV): Describes requirement 
that is not possible to verify or test. 

• Unclear (U): Applies to requirements that 
are specified in an ambiguous manner and 
thus can be interpreted in multiple ways. 

• Requirement Containing Wrong Data 
(W): When provided data or information in 
the requirement is wrong. 

• Requirement Conflict (C): When 
information specified in one requirement 
conflicts with the other requirement(s) in 
the specification. 

All of the listed fault types are considered to have 
medium to high system impact and therefore 
considered important in terms of being uncovered by 
the requirements inspections. The distribution of 
different types of faults for each document is shown in 
Table 3.1. 

Table 3.1 Fault distribution in requirements specifications. 

Document/Fault 
Type 

ATM OWS 

MR 2 3 
MD 6 8 
UV 2 2 
W 2 2 
C 2 2 

U 3 2 
Total: 17 19 

 
As can be observed in Table 3.1 the distribution of 

the different fault types is similar for the two systems. 
Both of the systems contain relatively large amount of 
missing data faults whereas other types of faults are 
evenly distributed between the systems. 

Other than the requirements specifications the 
experiment instrumentation also consisted of forms 
that assisted the reviewers to document discovered 
faults, forms for documenting produced test-cases, and 
a requirements inspection checklist (used during the 
CBR inspections). The checklist consisted of nine 
questions, of which eight specifically targeted fault 
types presented in Table 3.1, and one question targeted 
spelling and grammar errors.  

3.4 Experiment Design  

The experiment was run at Blekinge Institute of 
Technology. The reviewers were divided into two 
groups according to alphabetically ordered list of 
reviewers’ sir names. Reviewers with names starting 
with the letters A through J formed Group 1 (resulting 
in 10 persons, including 3 international students), the 
rest formed Group 2 (11 persons, including 4 
international students). In general no correlation can be 
seen between academic or professional performance 
and first letter in sir name, therefore the division is 
considered to be random. 

The experiment is of type blocked subject-object 
study [17] where each group performs both TCD and 
CBR inspections, but on different requirements 
specification documents, as shown in Table 3.2. 

Table 3.2 Experiment design – sessions and groups. 

 Session1 Session2 
Group1 CBROWS TCDATM 
Group2 TCDATM CBROWS 

 
As can be seen in Table 3.2 the reviewers in Group 

1 use CBR on the requirements specification for OWS 
first, and then apply TCD on the requirements 
specification for the ATM system. The subjects in 
Group 2 apply the treatments in the opposite order, i.e. 
first TCD and then CBR.  

Independent of chosen experimental design there 
exist advantages and shortcomings. Potential 
advantages of the selected design are:  

• The treatments are applied in different order 
which makes it possible to control the order 
effects between the treatments. Order effect 
implies the situation when the performance of 



the subject is effected by the order in which the 
treatments are applied. For example if both of 
the groups would first apply the TCD 
inspection and then CBR there would be no 
way to check if the results of CBR inspections 
were influenced by what the subjects learned 
from the TCD inspections. 

• The subjects apply treatments on different 
systems removing the effect of subjects getting 
familiar with the system and thus performing 
better when applying the second technique, this 
is also called learning effect.   

Potential drawbacks of the chosen design are:  
• The introduction of the requirements 

specification documents for two different 
systems may influence the results of the 
experiment unless some measures are not taken 
to ensure that the two systems are similar, and 
that none of the specifications is particularly 
suited for one of the tested inspection methods, 
or a specific subject group. This issue is further 
discussed in the validity evaluation (see Section 
3.5).  

• The design of the experiment limits researcher 
in investigating possible interaction effects 
between the applied inspection techniques and 
the inspected documents, as each of the teams 
perform TCD inspections on the ATM, and 
CBR inspections on the OWS. Interaction 
effects imply the situation when the measured 
effect of the treatment is influenced by some 
other variable. In this case the interaction effect 
between the inspections technique and the 
inspected documents would occur if the 
performance of the inspection technique could 
to some extent be explained by the document 
that the technique was applied to. However, this 
is not considered as a serious problem since the 
requirements specifications were initially 
designed to avoid this kind of interaction (see 
Internal Validity in Section 3.5). 

3.5 Validity Evaluation 

The validity of the experiment is evaluated by 
using four common perspectives, presented by Wohlin 
et al. in [17], namely Conclusion Validity, Internal 
Validity, Construct Validity and External Validity. 

Conclusion Validity: Conclusion validity checks if 
the findings of the study are correct by evaluating how 
the data analysis was performed and how the 
appropriate statistical tests were selected. The threats 
to conclusion validity are considered to be small for 
this study. The applied measures and data collection 

process are well tested in other studies comparing 
different inspection techniques [20, 21], and robust 
statistical tests are used. In addition, all subjects 
received the same training level and instructions on 
how to proceed with the inspection process. 

Internal Validity: Internal validity investigates if 
the observed relation between the treatment and 
outcome is really caused by the treatment or if there 
are other factors that the researcher may not be aware 
of. The common threats associated with internal 
validity are: History, Maturation, Instrumentation, 
Mortality and Social threats. 

History and Maturation threats are reduced by 
scheduling the experiment on the same day and by 
using different requirements document for each 
treatment. However it can still happen that participants 
mature during the study. It is possible that the group 
applying the TCD inspections first gets inspired and 
applies the TCD thinking to CBR documents and the 
vice-versa. This risk is reduced by making sure that the 
subjects in Group 1 and Group 2 apply the treatments 
in different order. 

Experiment instrumentation may pose a threat since 
the experiment is conducted on requirements 
specifications of two different systems. This provides 
certain advantages but can also mean a threat, i.e. 
interaction between a certain requirement document 
and the applied treatment or group of subjects. In order 
to minimize these risks the requirements specifications 
were designed to have similar size, level of 
complexity, and structure. In order to avoid interaction 
with the tested inspection techniques the same type of 
faults were seeded in both documents. The distribution 
of different types of faults is similar in both of the 
documents as shown in the Section 3.3. The subjects 
are expected to be familiar with both of the systems 
since most of the students have experiences of 
shopping online (OWS), and in using ATM machines. 
Additionally number of independent experts have 
evaluated size, level of complexity and the structure of 
the requirements specifications for the ATM and OWS 
systems and did not find major differences between 
them.  

Mortality and social threats like compensatory 
rivalry and resentful demoralization do not apply since 
each subject applies both methods and none of the 
subjects have dropped out of the experiment. 

Construct Validity: The experiment goal is well 
defined, the treatments relate well to the software 
inspections and the collected measures of efficiency 
and effectiveness should be able to correctly represent 
the effect construct. The material used in the 
experiment such as data collection forms as well as 
measured variables are the same as the ones used in the 
series of the inspection experiments conducted by other 



researchers, thus they should be reliable [20,21]. The 
identified threats are mostly social in nature. 
Hypothesis guessing may occur, since there is a risk 
that the students may try to guess the expected 
outcome of the experiment and act on it. The second 
identified threat is experimenter expectancies. This 
threat is targeted by involving an independent 
researcher in the data analysis process. 

External Validity: External validity is mainly 
concerned if the study findings can be generalized. 
Concerning the external validity, two threats are 
predominant in the case of the experiment presented in 
this paper. First, the interaction of the selection and 
treatment, i.e. there is a threat of using the students as 
the representatives of the professionals working in the 
industry. Second, interaction of the setting and the 
treatment, i.e. there is a threat that the size and 
complexity of the requirements document used in the 
experiment will not be representative of the 
requirements specifications used in industry. The first 
threat is addressed by allowing only master level 
students to participate in the study. Most of the master 
level students can be compared to the fresh software 
engineers in industry [20, 21]. Still it can be argued 
that the experience and the motivation of the 
professionals in industry are superior to that of students 
participating in the experiment. However, more 
experience and stronger motivation should not 
necessarily create difficulties in generalizing the results 
of the experiment. On the contrary it could even 
strengthen any positive effects detected in the study. 
The second threat is addressed by finding a reasonable 
size for the requirements specifications used in the 
experiment considering restrictions put forward by the 
time budget of the experiment. To our best knowledge 
the effects identified in this study should be applicable 
to larger documents as well. The increased size and 
complexity of the requirements document may increase 
the time it takes to perform the inspections but then 
this should be true for both of the studied inspection 
techniques. 

3.6 Experiment Operation (Execution) 

The experiment was conducted at Blekinge 
Institute of Technology. It consisted of two parallel 
sessions with one hour lunch brake in-between. The 
duration of each session was maximum three hours. 
The experiment execution closely followed the design 
presented in Table 3.2, during the first session between 
9.00 and 12.00 Group 1  applied CBR inspections on 
the OWS system, and Group 2 applied TCD the ATM 
system. In the second session, between 13.00 and 
16.00 the groups applied the techniques in the opposite 

order and on the requirements specification that they 
were not familiar with. For each session the groups 
were seated in separate rooms. 

In the beginning of each session both of the groups 
received a brief introduction to the relevant inspections 
technique, and instructions on how use the supporting 
documentation, i.e. documenting faults. 

Once the introduction was over the subjects applied 
the assigned technique without cooperating with fellow 
reviewers. During the course of the experiment it was 
allowed to take brakes as necessary, however it was 
made clear that the inspection technique, faults or the 
inspected document was not to be discussed until the 
experiment was completed. The inspection was 
concluded as a subject considered to be finished with 
the review or when the allocate time for the session 
was up. It is worth mentioning that most of the subjects 
used less than the allocated time to complete the 
inspection process. 

4. Results and Analysis 

This section shows the experiment results as well 
as analysis following the results. The initial step in the 
data analysis effort was to study the information 
collected in the inspection records. The inspection 
records provided several data items, i.e. data on the 
time when the inspection session started and finished 
as well as the time when a certain fault was found, 
description of each identified fault, and fault location 
in the requirements specification. The examination of 
the inspection records showed that there were no 
missing data points and all of the experiment material 
was fully usable.  

In order to find values for inspection effectiveness 
and efficiency for each subject the number of identified 
faults and total time of the inspection was collected. 
Each reported fault was evaluated by the researchers in 
order to make sure that it was not a false positive. As a 
result of this process the reported faults were divided 
into the following classes: 

• False positives: Reported faults that did not 
qualify as a fault in relation to the inspected 
requirements specification were assigned to 
this class.  

• Minor faults: Faults like spelling and 
wording errors, plus incorrect usage of 
terminology make up this class. 

• Major faults: Faults that are identified as 
being one of the fault types described in Table 
3.1 are included in this class. In other words, 
this class describes faults like missing 
requirements, missing data in the 



requirements, conflicting and unverifiable 
requirements and so on. 

Effectiveness of the inspection technique is 
measured by finding a ratio of total number of 
identified major faults and total number of existing 
faults in the inspected requirements specification.  

Efficiency describes the number of found faults per 
hour spent inspecting and is measured by finding ratio 
of total number of identified major faults and total time 
spent on the inspection process. Please note that the 
false positives and minor faults are excluded from the 
calculations of effectiveness and efficiency. 

The power of the investigated inspection 
techniques are analyzed by comparing the mean values 
of effectiveness and efficiency for each student group. 
The significance level for rejecting the null hypothesis 
is set to 0.05. The applied Shapiro-Wilk normality test 
could not prove that the studied variables were not 
normally distributed (the test statistic for the variables 
of effectiveness and efficiency have showed to be 
larger than 0.05, whereas values less than 0.05 would 
have indicated not normally distributed data set). 
Therefore we could use the parametric T-test [17-19] 
for matched pairs of data to test the significance of the 
difference between the calculated mean values of 
effectiveness and efficiency of the studies inspection 
techniques.  

The reminder of the section is organized as follows: 
Section 4.1 presents average inspection time for each 
group and inspection technique as well as the count of 
all reported faults including false positives and minor 
faults. Section 4.2 gives details on how false positives, 
minor faults and major faults are distributed in the 
reported faults. Finally, Section 4.3 presents the mean 
values for effectiveness and efficiency for each 
inspection technique and student group.  

4.1 Inspection Time and Reported Faults 

The values for Inspection Time and the number of 
Reported Faults are important as they affect inspection 
effectiveness and efficiency.  In order to understand 
how these values differ for TCD and CBR inspections 
we chose to calculate and compare mean values for 
Inspection Time and Reported Faults for each subject 
group and applied inspection technique. Mean 
Inspection Time is calculated by taking an average 
value of individual inspection times in each group. 
Mean of Reported Faults is found by taking a mean of 
total faults reported by each individual in a group. 
Table 4.1 shows the result of the calculations. 
Inspection time is measured in minutes and the 
Reported Faults represents a count of faults identified 
by the reviewers. Each cell of the table presents the 

calculated mean value and corresponding measure for 
the standard deviation. 
 
 

Table 4.1 Inspection time and reported faults. 

 Group 1 Group 2 
 CBR TCD CBR TCD 
Inspection 
Time 
(Minutes) 

Mean: 
92.5 
St.D:  
26.2 

Mean: 
93.3 
St.D: 
26.5 

Mean: 
53.7 
St.D: 
14.6 

Mean: 
97.0 
St.D:19.5 

Reported 
Faults 
(Count) 

Mean: 
18.3 
St.D: 
4.9 

Mean: 
13.7 
St.D: 
4.1 

Mean: 
13.1 
St.D: 
4.5 

Mean: 
11.1 
St.D: 4.4 

 
At a first glance CBR seems to yield more faults 

found in less time than TCD. For example Group 1 
uses on average almost the same amount of time to 
perform inspections, but finds approximately 28% 
more faults. The results of Group 2 show that 
reviewers using CBR spend on average 47 min less 
time and find approximately 18% more faults.  

However it is important to note that calculations for 
the variable Reported Faults presented in Table 4.1 do 
not make difference between the classes of the reported 
faults. Thus all faults that are found by the reviewers 
are taken into account.  This means that before making 
any claims of superiority of one or the other inspection 
technique it should be accounted how many of the 
reported faults are actually faults, how many are minor 
faults and how many are false positives.  

In addition, comparing the mean values of reported 
faults can also be misleading unless these values are 
matched against the total number of the existing faults 
in the reviewed requirements documents. Thus it is 
more interesting to investigate the measure of 
inspection effectiveness which calculates the ratio 
between the identified and existing faults rather than 
concentrating on the number of identified defects only. 
Section 4.2 therefore presents the result of classifying 
the identified faults in classes such as Major Faults, 
Minor Faults and False Positives. Calculation of 
effectiveness and efficiency of each studied inspection 
technique based on the number of identified major 
faults is found is found in Section 4.3. 

4.2 Fault Distribution 

Table 4.2 presents the distribution of identified 
faults with respect to fault class (see Section 4). The 
values describe the percentage of identified False 



Positives, Minor Faults and Major Faults per group and 
applied inspection technique. 
 

Table 4.2 Distribution of reported faults (in %). 

 Group 1 Group 2 
 CBR TCD CBR TCD 
False 
Positives  

62.8 51.1 62.1 42.3 

Minor Faults  8.7 0.7 9.0 9.8 
Major Faults 28.4 48.2 29.0 48.0 

 
According to Table 4.2 when applying TCD 

inspections both of the groups identify considerably 
less amount of false positives (e.g. Group 1 identifies 
11.7 percent units less false positives using TCD than 
when using CBR and for Group 2 the number is 19.8 
percent units). In addition, the identification of major 
faults is almost double when using TCD over CBR for 
both Group 1 and 2. The identification of minor faults 
is somewhat inconclusive. Looking at the results for 
Group 1 and CBR identified almost ten times as many 
minor faults as when using TCD. This result is 
somewhat contradicted by Group 2 where the fault 
identification for the minor defect class is rather 
homogenous. Analysing the results of Table 4.2 one 
can conclude that superior result of the CBR inspection 
presented in Table 4.1 can to the large extent be 
explained by the high amount of false positives found 
by the reviewers applying the technique. However 
once the false positives are removed from the 
calculations the results of CBR inspections are not as 
impressive. According to table 4.2 when it comes to 
major faults the reviewers using CBR inspections find 
fewer amounts of major faults compared to TCD 
inspections. Calculations of effectiveness and 
efficiency of finding the major faults in the 
requirements specifications is presented in the 
following section. 

4.3 Effectiveness and Efficiency 

The calculations of effectiveness and efficiency are 
based on the number of reported major faults. False 
positives and minor faults are excluded from the 
calculations. Table 4.3 presents the mean effectiveness 
and the mean efficiency for each group and each 
inspection technique together with the associated 
values for the standard deviation.  

The mean effectiveness for a group that is applying 
a specific inspection technique is found by calculating 
the effectiveness of each reviewer in a group and then 
taking the mean of the individual effectiveness values. 
The effectiveness of an individual reviewer is 

calculated using the following formula: Effectiveness 
subject = (“Total number of major faults that the 
subject has reported” / “Total number of existing faults 
in the inspected requirements specification”).  The 
mean efficiency for a group was calculated in the same 
manner, i.e. by finding the mean value of individual 
efficiencies of the subjects in a group. The efficiency 
of the individual reviewer shows how many major 
faults that are found by this reviewer per hour of 
inspection. The efficiency of an individual reviewer is 
calculated as follows: Efficiency subject = (“Total 
number of major faults that the subject has reported” / 
“Total time that the subject spent on the inspection”). 

Table 4.3 Effectiveness and Efficiency. 

 Group 1 Group 2 
 CBR TCD CBR TCD 
Effectiveness 
(fault finding 
rate) 

Mean: 
0.27 
St.D: 
0.14 

Mean: 
0.39 
St.D: 
0.14 

Mean: 
0.20 
St.D: 
0.06 

Mean: 
0.31 
St.D: 
0.14 

Efficiency 
(number of 
faults per 
hour) 

Mean: 
3.58 
St.D: 
1.81 

Mean: 
4.58 
St.D: 
2.40 

Mean: 
4.65 
St.D: 
1.93 

Mean: 
3.39 
St.D: 
1.51 

 
Effectiveness: TCD inspections show better 

effectiveness for both Group 1 (TCD 0.39 vs. CBR 
0.27 gives ratio equal to 1.44 ), and Group 2 (TCD 
0.31 vs. CBR 0.20 vs. gives ratio equal to 1.55). In 
other words Group 1 is 1.44 times more effective when 
applying TCD and Group 2 is 1.55 times more 
effective. The statistical tests (T-test for matched pairs) 
indicate that the results (difference) for the variable 
effectiveness are significant for both of the groups, 
since the test statistics for the variable effectiveness are 
less than 0.05 (the target significance level for the 
experiment). The test statistic for Group 1 is 0.037 and 
for Group 2 is 0.046. This result implies that when it 
comes to effectiveness of finding major faults TCD 
inspections are superior to CBR.  

Efficiency: The results for efficiency differ between 
the groups. Group 1 is more efficient when using TCD 
inspections (TCD 4.58 vs. CBR 3.58 gives ratio equal 
to 1.28). However, Group 2 is more efficient when 
using CBR inspections (CBR 4.65 vs. TCD 3.39 gives 
ratio equal to 1.38). This means that Group 1 is 1.28 
times more efficient when applying the TCD 
inspections, whereas Group 2 is 1.38 times more 
efficient when applying CBR inspections.  

The statistical tests (T-test for matched pairs) for 
efficiency show no significance since test statistics for 
both of the groups are larger than 0.05, test statistic for 
Group 1 being 0.160 and for Group 2 0.051. The 



obtained result indicates that even though there are 
differences in inspection effectiveness between TCD 
and CBR inspections it can not be proven that one 
technique is finding a larger amount of major faults per 
hour than the other. 

5. Discussion and Conclusions 

The focus of the experiment presented in this paper 
was to evaluate TCD inspections, as a step to validate 
the technology prior to industry large-scale piloting. 
This was accomplished through the comparison of 
TCD inspections with CBR inspections. 

At a first glance CBR inspections show a better 
result, i.e. it takes less time to use compared to TCD 
inspections, and the number of faults reported is also 
greater when using CBR. First addressing the time 
aspect, it is not surprising as TCD inspections use an 
active reading technique and the reviewers actually 
produce and document a test case design for the 
reviewed requirements (the potential benefit and 
reusability of the TCD artifacts is not the focus of this 
experiment, although important to remember). In 
contrast CBR inspections require only a fault report to 
be created. Second, in terms of faults found, the 
reviewers using CBR do find more faults, but mainly 
due to a large amount of false positives. Looking at 
major faults only the reviewers using TCD inspections 
was significantly superior to CBR inspections, at the 
same time fewer false positives were reported by the 
reviewers using TCD inspections. This result could 
indicate that when using TCD inspections reviewers 
apply an active reading technique which allows them 
to focus on important aspects, as opposed to the CBR 
inspections which provide general guidelines on what 
to look for when reading the documents. Several other 
reports evaluating active reading techniques report 
similar findings [14, 15].  

The statistical evaluation of the experiment results 
(effectiveness and efficiency) show that the TCD 
inspections are significantly more effective compared 
to CBR inspections. When it comes to efficiency the 
experiment results are conflicting (Group 1 showing 
better result for TCD inspections and Group 2 for CBR 
inspections). The difference in the efficiency however 
can not be said to be significant for any of the groups. 
From this perspective we can dismiss null hypothesis 
H0 Effectiveness in favor of our hypothesis that TCD 
inspections are more effective than CBR inspections 
(Ha Effectiveness), however H0 Efficiency can not be 
dismissed. In other words, this indicates that TCD 
inspections are more effective at finding major faults in 
the requirements specifications while at the same time 
not necessarily taking more time compared to CBR 

inspection even if a test case design is created 
simultaneously. This clearly speaks in favor of TCD 
inspections as cost effective even if the value of 
reusing the produced test design can not be quantified 
based on the experiment. 

A potential threat to the results obtained through 
the experiment is a possible object-treatment 
interaction, since CBR inspections were applied on one 
system and TCD inspections on the other. This may 
imply that the results observed are dependent on the 
requirements documents themselves and not on the 
tested technology (see Section 3.5). During the design 
of the experiment measures were taken to reduce this 
risk, however it is difficult to measure if the risk was 
completely removed.  

With regards to the usage of students as reviewers 
in the experiment we do recognize the potential threat 
in terms of drawing conclusions about effectiveness 
and efficiency of TCD inspections in industry. 
However, we feel that professionals in industry should 
haven an even greater potential of utilizing TCD 
inspections as their level of motivation, knowledge in 
creating test designs, and domain knowledge should be 
at least if not superior to the students used in the 
experiment.  

The next steps in evaluating TCD inspections have 
two main parts. First, is to conduct additional 
experiment that will replicate the one presented in this 
paper (although using more subjects and only one 
requirements specification) in order to seek 
confirmation of the results obtained. The second part 
revolves around testing the usability and usefulness of 
the artifacts produces (test designs) which was a spin-
off effect of using TCD inspections. Pending these 
results industry piloting will commence. 
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