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Abstract. A fundamental premise of the semantic web is that a level of 
interoperability is guaranteed among applications running in an open 
environment. By the use of ontologies applications are able to share information 
and exchange meaningful data. In this context ontology alignment is paramount 
to assure communication among applications. In this paper we propose an 
ontology alignment strategy based in the concepts of partial alignment and 
inconsistency tolerance. 

 

1. Introduction  
Researchers from industry and academia are now exploring the possibility of creating 
a "Semantic Web," in which meaning is made explicit, allowing machines to process 
and integrate Web resources intelligently. This technology will allow interoperability 
among development of intelligent internet agents in large scale, facilitating 
communication between a multitude of heterogeneous web-accessible devices. 
Unfortunately the majority of the information available is in a format understandable 
to humans alone, thus creating the need to provide an adequate amount of semantics 
to allow for some of the information filtering to be done by machines. The emergent 
technology to address this problem is the codification of the information using 
ontologies, i.e., conceptual models that embody shared conceptualizations of a given 
domain [11].  
 
We believe the task of ontology building belongs to requirements engineers - after all 
we are trained in conceptual modeling techniques, and that is what building 
ontologies is all about. We have developed a process in which we use a special 
lexicon as a starting point to building ontologies [26, 25]. The idea of using a glossary 
of terms in the early development of ontologies is not new, and it is supported by 
some ontology development methodologies [22, 10, 12]. The basic idea is to start 
with an informal definition and use a stepwise refinement process until the desirable 
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level of formality is achieved. In our case the output of the process is a machine 
processable ontology written in DAML + OIL.  
 
We are currently developing automated support to our process using the open source 
C&L tool [8], available at http://sl.les.inf.puc-rio.br/cel/aplicacao/. The tool was 
initially proposed as a lexicon and scenario edition and management environment. 
The ontology generation plug-in is currently under way and is scheduled to be made 
public in October, 2003. In Fig. 1 we depict the lexicon based ontology construction 
process.  
 
Central to our research is Tim Berner's Lee [2] belief that in the near future every site 
and web application will have to make available its ontology and Jim Hendler's 
notion that instead of having a few carefully crafted (by AI experts, such as the 
WordNet [9] and CYC efforts [13]) ontologies, there will be a "great number of small 
ontological components consisting largely of pointers to each other" [14].  The result 
will be a great variety of lightweight ontologies both built and maintained by 
independent parties (not necessarily with expertise in ontology development).  
 

 Fig. 1. Lexicon Based Ontology Construction Process 

 
Our recent experiences with ontologies have demonstrated that ontology development 
is not particularly challenging compared to building any other conceptual model used 
in our RE practice such as KAOS [3] and i* [23].  The constructs are not extremely 
complex, neither is the level of formality required. Any person familiar with basic 
concepts of first order logic and the notions of subsumption and aggregation, should 
not experience major difficulties in the process. In terms of implementation 
languages, although today's scenario may seem confused, there seems be a 
convergence to DAML+Oil (or its equivalent OWL DL sublanguage) and a consensus 
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that the language while being expressive enough, still allows for adequate automatic 
support, as put by the W3 consortium "maximum expressiveness while retaining 
computational completeness (all conclusions are guaranteed to be computed) and 
decidability (all computations will finish in finite time)." In addition there are editors, 
such as OilEd, that provide automated support to the edition and maintenance of 
ontologies. Structural consistency can be automatically verified with the FaCT tool. 
Both tools are available at http://oiled.man.ac.uk/.  
 

2. Ontology Alignment  
The real bottleneck is, in our opinion, to secure what is commonly referred to as 
"semantic interoperability". That means that open system applications with different 
ontologies will have to undergo a negotiation process. This operation is named 
ontology alignment and it aims at an intermediate representation that can be shared by 
both applications. While aligning ontologies one can merge the two ontologies into 
one, integrate (negotiate and decide on a representation that uses concepts from both 
ontologies) or simply translate.  
 
Available tools such as Chimaera [18] implement ontology integration algorithms that 
provide the full mapping between two different ontologies. This process is time 
consuming and requires a great amount of user intervention. Our perception is that 
there is little chance of success in trying to obtain total alignment between ontologies. 
The effort involved is too great and may not be justifiable in the context in which the 
ontologies will operate. A salient problem is the duration of interaction between two 
applications - do we have enough time to align the ontologies? 
 
In order to make semantic interoperability possible in the context of the semantic web 
it is paramount to devise an ontology integration process that is fast (real time, 
ideally), reliable and does not rely on user intervention. The last because we can not 
assume that either users or agents will have enough domain knowledge as to provide 
useful input in the integration process. 
 
The ontology integration algorithms available, such as Prompt and Glue, lead to a 
long and computationally expensive process [19, 5]. Our perception is that in most 
interactions between ontology based agents a full integration may not be needed, 
rendering most part of the integration effort useless. In this light we propose a new 
approach to ontology integration. Our idea is to partially integrate ontologies, 
mapping ontological primitives (concepts, properties, axioms, restrictions and 
comparing concept trees), as they are needed. In the next section we describe our 
proposal. 
 

3. Partial Ontology Integration 
In order to make partial alignments one must accept the presence of inconsistency. In 
software engineering, it has long been recognized that inconsistency is a fact of life. 
Evolving descriptions of software artifacts are frequently inconsistent, and tolerating 



this inconsistency is important if flexible collaborative working is to be supported [7]. 
We believe that the same principles can be applicable in the case of aligning 
ontologies. Assuming that inconsistencies are bound to arise, one may choose from 
one of two approaches. In an early binding approach the two ontologies will be 
compared and all inconsistent parts will be discarded. This approach is not desirable 
because it may leave outside concepts that may be fundamental to a given transaction. 
The alternative is a late binding approach, that focuses in dealing with inconsistencies 
as they are found. Once an inconsistency is detected, one must decide what action is 
to be taken. Nuseibeh et al identified three possible courses of action in the presence 
of inconsistency: ignore, tolerate and resolve [20]. 
 
We divide our strategy in two steps: inconsistency detection and action taking.  
 

3.1 Ontology Detection 
The initial requirement to align different ontologies is being able to list differences 
and inconsistencies between both ontologies. We are currently specifying a 
mechanism to detect such differences between ontologies. In particular we are aiming 
at identifying: 
 
Concepts using different names (labels) for the same meaning: 

• Differences in the number of restrictions (differentiate among cases where 
there is intersection of restrictions); 

• Differences in the properties used in the restriction - related concepts are 
similar; 

• Differences in the related concepts used in the restriction - properties are 
similar. 

 
Concepts with the same name (label) with different meaning: 

• Identify differences in restrictions; 
• Identify differences in the properties used. 

 
Properties with different name (label) and same meaning: 

• Verify if all concepts the properties relate are equivalent in both ontologies. 
 
Properties with the same name (label) and different meaning: 

• Verify if the concepts that use the property are consistent in both ontologies. 
 
Early attempts were made comparing the ontologies in their native representation 
language, DAML+OIL. Some problems arose from the expressiveness (or lack) of 
DAML+Oil itself. Neither concepts nor properties accept synonyms, therefore the 
concept dog from Ontology1 and dogs from Ontology2 would be considered different. 
The use of synonyms could alone avoid mismatches caused by plural/singular 
(dog/dogs), male/female (salesman, saleswoman) and verbal time (pays, pay).  
 



We are currently experimenting with the intermediate version we produce while 
applying our process to the lexicon. In this representation we have a database that 
contains information present in the lexicon and the ontological structure that is built 
as a result of the application of the process. This repository contains more information 
that is currently provided by DAML+OIL, synonyms and structured descriptions of 
the terms of the lexicon (denotation and connotation). At this point, we have not 
experimented enough to make any suggestions to a possible need of additional 
information to the DAML+OIL notation. We have noticed, however, that the use of 
synonyms decreased the number of items in the list of discrepancies. Of course this 
attempt can only be applied to ontologies to which we have a lexicon available, more 
so, a lexicon modeled using the LEL notation [26]. An alternative is to rely on the use 
of external, all purpose thesauri.  
 

3.2 Action  
Once a list of inconsistencies is detected we must decide what action is to be taken. 
As mentioned before three courses of action are possible: ignore, tolerate and resolve 
[20]. We are going to use similarity measurements to aid the decision making process. 
We are currently reviewing and adapting similarity identification techniques that we 
used in the past, in the context of scenario based software development [4, 1]. The 
similarity measurements used in the scenario context take into consideration the 
primitive scenario elements, e.g., title, resources, actors. In the case of ontologies we 
are considering the primitives as defined by Maedche in [17]. According to the 
author, an ontology can be described by a 5-tuple consisting of the core elements of 
an ontology, i.e., concepts, relations, hierarchy, a function that relates concepts non-
taxonomically and a set of axioms.  The elements are defined as follows: 

 
O: = {C, R, HC, rel, AO} consisting of: 
 
- Two disjoint sets, C (concepts) and R (relations); 
- A concept hierarchy, HC: HC is a directed relation HC ⊆ C x C which is called 
concept hierarchy or taxonomy. HC (C1, C2) means C1 is a subconcept of C2; 

- A function rel: R → C x C that relates the concepts non taxonomically; 
- A set of ontology axioms AO, expressed in appropriate logical language. 

 
For the sake of similarity measurements we are going to be considering the concepts, 
relations, the rel function and axioms as our primitives. The similarity between 
hierarchies will measured using a different strategy, based on the comparison of 
abstract data trees. We are currently experimenting with the TreeDiff algorithm 
proposed in [24] that identifies the largest approximately common substructure of two 
trees. This algorithm also will may helps in the detection of inconsistencies between 
ontologies.  
 
Scenarios are artifacts used in the stages of requirements elicitation and modeling to 
help identify relevant situations in the domain. Similarly to ontologies, scenarios are 
written in natural language and, as opposed to being represented as a block, are 



composed of independent elements [16]. A typical scenario contains a goal, context, a 
description of the resources available, the actors involved and episodes [16], whereas 
an ontology has two disjoint sets, concepts and relationships, a hierarchy, a function 
that relates the concepts and uses relationships (restriction) and, of course a list of 
axioms [17].  
 
Because of the hierarchical structure of ontologies they are suited to the application of 
similarity detection strategies based on database vision integration mechanisms, that 
aim at the identification of structural relationships among entities, aggregation, 
composition and such. The application of a similarity detection technique can point to 
one of four possible results, depicted in Fig. 2 as follows. 
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Fig. 2. Similarity degree between entities A and B 
  
The similarities thresholds, i.e., how much is necessary to qualify as enough to ignore, 
tolerate or resolve are not yet clear, and will have to be empirically determined. This 
experimentation will take place as soon as the similarity detection techniques are 
adapted and running for ontology comparison.  
 
Once an inconsistency that requires resolution is encountered we will apply classical 
mapping solution, such as the ones implied by [19] and proposed by [15]. The 
greatest contribution of this approach is reducing the solution space of the number of 
concepts that actually need alignment, considerably. Firstly we decided to do partial 
alignment, thus leaving a number of concepts outside (accepting the inconsistencies), 
then, from the subset of concepts that are involved, we classify their inconsistencies in 
ignorable, tolerable and need resolution. Of the three, only the last will actually need 
alignment. We believe that this approach is more likely to succeed in the fast paced 
context of the semantic web and its demand for real time alignment in order to secure 
agent interoperability. 
 
In addition, we are going to anchor our approach in the concept of a "preferred" 
ontology. We are assuming that in the context of the semantic web there will be some 
ontologies that are more carefully crafted, therefore more reliable, than others. Some 
domains, such as medical and finance systems, provide upper ontologies in an effort 
to standardize a common vocabulary of concepts and terms. Such ontologies are 
validated by a large community of users and official entities, and should be preferred 



over unknown ontologies in the case of inconsistency. Such ontologies, could be 
recognized by the use of simple mechanisms, such as digital signatures and a list of 
reliable sources, and be given priority. In this case, the inconsistency shall be resolved 
by the mapping of the inconsistent concept to the preferred ontology. That could be 
implemented by a wrapper, for instance. Note that the preferred ontology may not 
even be among those ontologies involved in the alignment process, but could be 
provided by a third party, for instance.  
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Fig. 3. Tentative architecture for the partial ontology integration approach 

 
Finally, the use of thesauri has proven very useful in the scenario similarity detection 
process. This fact is due to the presence of synonyms in every known natural 
language. What could be detected as a difference may in fact be the misunderstanding 
of equivalent terms. The use of a thesaurus (or dictionary, lexicon, glossary) greatly 
contributed in eradicating such cases. We are going to incorporate the use of thesauri 
to our ontology alignment process. In Fig.3 we show a tentative architecture for our 
approach.  The idea of the mediator is to accumulate the selected concepts (the ones 
whose inconsistencies will be tolerated plus the ones that have been aligned) and 
produce the resulting ontology. Once again, this ontology will be used at the 
requested interaction only and will be further discarded. We see no reason in making 
such artifact persistent, for the ontologies will evolve and chances are that, even in a 
much similar situation, other concepts shall be involved (and render this alignment 
useless). 
 
 



4. Conclusion 
We are convinced that the solutions to the ontology integration problem are 
intertwined with our abilities to tolerate and live with inconsistencies, that as put by 
Easterbrook and Chechnik are "a fact of live" [7]. It is not an easy shift however, for 
we have been trained to strive for completeness, consistency and to avoid conflict. We 
propose an architecture that takes that into consideration and allows for ontology 
integration in the presence of inconsistency. We are currently elaborating a prototype 
to help us adjust our similarity threshold measurements more empirically. We 
understand that measurements will be necessary in order obtain the ideal tuning of 
similarity measures. The last have to, ideally, allow for automatic alignment and yet 
retain a good level of reliability in the mappings made. 
 
In parallel, we are investigating the possibility of a mechanism that translates the 
ontologies to a lexical representation. One of the reasons is to facilitate validation 
with users. We have noticed that the visualization of ontologies is somewhat difficult 
to users1. No tool, to the best of our knowledge, is able to display a broad overview of 
an ontology but, instead, most tools provide a fish eye view, concept per concept (as it 
is the case with OilEd [27] or Protègè-2000 [28]). Of course that in the conversion 
process, some information will be lost, for lexicons are flat, as opposed to the 
hierarchical structure of ontologies. There is also no clear way to represent an axiom 
in the lexicon. 
 
In this context a few questions arise. Are the requirements for the interactions (in the 
semantic web) so ephemeral in nature that it is cost effective to allow the interaction 
even in the presence of inconsistency? How much mismatch/inconsistency is 
allowable? Are levels of similarity an acceptable measure?  Is it possible to analyze 
the impact and the risks involved in tolerating inconsistency between ontological 
representations?  Can we apply classical inconsistency handling approaches to 
ontologies, such as the one proposed in [20]?   
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